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Abstract: Visual tracking is a new line of broad research. It is required for advanced vision-based applications
such as visual surveillance and vision-based human-robot interaction. In this paper, we propose a new method of
object detection and tracking algorithm using Adaptive Expected Likelihood Kernel. In this algorithm we combine
between the probability product kernels as a similarity measure, and the integral image to increase the speed of the
algorithm.
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1 Introduction
The goal of object tracking is to estimate the loca-
tions and motion parameters of a target in an image se-
quence given the initialized position in the first frame.
Research in tracking plays a key role in understand-
ing motion and structure of objects. It finds numer-
ous applications including surveillance[12], human-
computer interaction[13], traffic pattern analysis[14],
recognition [15], medical image processing[16], to
name a few. Although object tracking has been
studied for several decades, and numerous tracking
algorithms have been proposed for different tasks
[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11], utilizing differ-
ent characteristics e.g., shape, texture, or color, etc.
These methods perform differently depending on the
application and are often compared only subjectively.
It remains a very challenging problem. There ex-
ists no single tracking method that can be success-
fully applied to all tasks and situations. Therefore,
it is crucial to review recent tracking methods, and
evaluate their performances to show how novel algo-
rithms can be designed for handling specific tracking
scenarios. Notwithstanding decades of efforts, object
tracking remains a challenging problem due to factors
such as illumination, pose, scale, deformation, motion
blur, noise, and occlusion. To account for appearance
change, most recent tracking algorithms focus on ro-
bust object representations.

A typical tracking system consists of three com-
ponents: object representation, dynamic model, and
search mechanism. As such, tracking algorithms can
be categorized in numerous ways. Object represen-

tation is a key component as it directly corresponds
to the core challenge of tracking, i.e., how to match
object appearance despite all the influencing factors.
Moreover, it also determines what objective function
can be used for searching the target of interest in
frames.

In the field of computer vision, visual tracking
still is an important and relevant research area [17].
Different methods like Mean Shift [18, 26], belong to
this algorithm class and have become standard algo-
rithms. The main challenges for visual tracking algo-
rithms are real-time capability, accuracy and robust-
ness to changes in the object appearance, due to mo-
tion or illumination. Especially the mean shift algo-
rithm, also commonly known as kernel based track-
ing, fulfils these criteria adequately. Mean Shift was
first introduced by Fukunaga [19], for data analy-
sis in the field of pattern recognition, as gradient as-
cent local mode search algorithm for probability den-
sity distributions. Comaniciu evolved the Mean Shift
algorithm as a kernel based visual object tracking
method in 1999 [20, 21], using color histograms of
image regions for target and candidate modelling and
the Bhattacharyyan coefficient, a similarity measure-
ment for probability density distributions. This ap-
proach is limited to spatial tracking and the object
scale adaptation is estimated by a brute force search,
with different kernel bandwidths. Later different ap-
proaches were introduced to handle the scale estima-
tion problem, like mean shift based blob tracking [22],
or multi kernel tracker [23], which divide the target
into several blocks, track each block separately and
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have the advantage of additional spatial information of
the separated object blocks. In this challenge problem
CAMSHIFT [24, 25] and EM-SHIFT[27], have been
introduced since 1998, to estimate the scale and ori-
entation changes adaptively, by calculating moment
functions on weight values, which are estimated dur-
ing the Mean Shift procedure. Ning et al. have trans-
ferred this calculation to SOAMST (Scale and Orien-
tation Adaptive Mean Shift tracking) [28], as a pedes-
trian tracking module.

In this paper we present a novel adaptive ob-
ject tracking method based on Expected Likelihood
Kernel (AELK). In this method we combine be-
tween the probability product kernels as a similar-
ity measure, and the integral image[32], to compute
the histogram-based of all possible target regions of
object tracking in video sequence. The advantages
of histogram-based representations are their compu-
tational efficiency and effectiveness to handle shape
deformation as well as partial occlusion.

To test the performance of AELK, we will com-
pare the approach to (SOAMST) and the EM-SHIFT,
algorithms are two representative schemes to address
the scale and orientation changes of the targets under
the Mean shift procedure. The experimental results
demonstrated that the new algorithm robust to track
the objects in different situations, and can also adapt
to changes in shape and scale of the object in the se-
quences used.

The rest of this paper is organized as follows:
Section (2) provides a brief description of probability
product kernels. Section (3) introduces the imple-
mentation of Adaptive Expected Likelihood Kernel
(AELK) algorithm. Section (4) experimental results.
Section (5) concludes the paper.

2 Probability Product Kernels
Let p and q be probability distributions on a space
χ and ρ be a positive constant. In this work, we
are using the probability product kernels (Kρ : χ ×
χ −→ R on the space of normalized discrete dis-
tributions over some indexs set Ω ) as the similar-
ity measures for comparing two discrete distributions
p1, p2, p3, ..., pNεχ and q1, q2, q3, ..., qNεχ.

The probability product kernel between distribu-
tions {p}1..N εχ and {q}1..Nεχ is defined as:

Kρ(p, q) =
N∑
k=1

p(k)ρq(k)ρ (1)

It is easy to show that such a similarity measure
is a valid kernel , since for any p1, p2, p3, ..., pN εχ,
the Gram matrix K consisting of elements Kij =

Kρ(pi, qj) is positive semi-definite:∑
i

∑
j

αiαjKρ(pi, qj) =
∑
k

(
∑
i

αipi(k)ρ)2 ≥ 0

(2)
for α1, α2, α3, ..., αNεIR.

Different ρ values are corresponded to different
types of probability product kernels. For ρ = 1, we
have:

K1(p, q) =
∑
k

p(k)q(k) = IEp [q(k)] = IEq [p(k)]

(3)
We call this the expected likelihood kernel[29, 30,

31]. It is worth noting that when dealing with dis-
tributions over discrete spaces χ, probability product
kernels has a simple geometrical interpretation.

3 Implementation of Adaptive Ex-
pected Likelihood Kernel Algo-
rithm

3.1 Tracking principles
First, we will initialize the position of the search tem-
plate T in the first frame of the video sequence then
we will compute the histogram of T . We denote the
histogram of T as hT , and the number of pixels in-
side T as | T |, which is also equal to the sum over
bins, | T |=

∑
k hT (k). Let p be the normalized ver-

sion of hT given by p = hT
|T | , so we can consider p

as a discrete distribution, with
∑
k p(k) = 1. Let the

histogram obtained at a candidate template R in the
first image in the sequence be hR and its normalized
version be q.

Second, we will give a frame as a query, a feature
histogram-based algorithm aims to find the location of
the object, by evaluating a similarity measure for com-
paring the feature histogram of the template to that of
each possible in the frame of video sequence.

3.2 Expected Likelihood Kernel
The Expected Likelihood Kernel is defined by
K(p, q) =

∑
k p(k)q(k). We may compute hT and

p in advance with the given template. For the k-bin of
hT , its value is obtained by counting the pixels that
are mapped to the index k :

hT (k) =
∑
xεT

δ [b(x)− k] (4)

Where δ [x] is the Kronecker delta, with δ [x] = 1 if
x = 0, and δ [x] = 0 otherwise. The mapping func-
tion b(x) maps a pixel x to its corresponding bin in-
dex. The computation of the expected likelihood ker-
nel can be expressed as:
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K(p, q) =
∑
k p(k)q(k)

=
∑
k p(k)

(
1
R

∑
xεR δ [b(x)− k]

)
= 1

R

∑
xεR

∑
k p(k)δ [b(x)− k]

= 1
R

∑
xεR p(b(x))

(5)
Therefore, the computation of the expected like-

lihood kernel can be done by taking the sum of values
p(b(x)) within candidate template R. As a result, we
are able to use the following algorithm to evaluate the
expected likelihood kernel over the whole image. The
output of the following algorithm is a support map that
reflects the similarity between the template and each
frame of sequence.

3.3 Adaptive Expected Likelihood Kernel
Adaptive Expected Likelihood Kernel (AELK) is an
extension of ELK algorithm, it uses the values of the
color histogram of the current region defined by sup-
port map and covariance matrix V .

We will denote a data set of N independent sam-
ples by χ = {x1, ..., xN}. Let us assume that
the probability density function Gaussian p(x) =
ℵ(xi,map, V ), is a good generative model for our
data.

Let xi denote the pixel locations of template and
i are all the pixels that belong to the template, and
map0 is the initial location of the center of the tem-
plate in the image. The covariance matrix can be used
to approximate the shape of the object:

V0 =
∑
i

(xi −map0)(xi −map0)t (6)

LetO = [o1, ..., ok]
t the color histogram model of

the object have k-bins and let b(xi) : R2 −→ 1, ...,K
be the function that assigns a color value of the pixel
at location xi to its bin. The value of the k-bins is
calculated by:

Ok =

Nv0∑
i=1

ℵ(xi,map, V0)δ[b(xi)− k] (7)

where δ is the Kronecker delta function. We use the
Gaussian kernel N to rely more on the pixels in the
middle of the object and to assign smaller weights to
the less reliable pixels at the borders of the objects.
We use only theNv0 pixels from a finite neighborhood
of the kernel and the pixels further.

The color histogram that describes the appearance
of the region is rk(map, V ) and the value of the k-bins
is calculated by:

rk(map, V ) =
Nv∑
i=1

ℵ(xi,map, V )δ[b(xi)− k] (8)

The weights of the value of k-bins in object are
calculated by:

ωi =
K∑
k=1

√
Ok

rk(map, V )
δ[b(xi)− k] (9)

The new distribution of color histogram p are cal-
culated by:

pi =
ωiℵ(xi,map, V )∑N
i=1 ℵ(xi,map, V )

(10)

The covariance matrix update can be used to ap-
proximate the new shape of the object are calculated
by:

V = β
N∑
i=1

pi(xi,map)(xi,map)
t (11)

We should use β = 1.5. The correct value for
the β depends on the noise that is present in the image
sequence [27].

3.4 System description

The implementation of the proposed algorithm is
done using MATLAB. The basic block diagram for
the proposed algorithm is shown below:

Fig 1: Basic block diagram for proposed algorithm.

The basic block diagram consists of four blocks
named as Video acquisition, Pre-process, Detector
and Tracker. The functions of these blocks are as
follows:
Video acquisition: Video acquisition means to
obtain the video frames using the Image Processing
Toolbox MATLAB.
Pre-process: In Pre-process, we start video ac-
quisition, converting video into images processing,
extracting color information of images.
Detector: In this block we combine between the
probability product kernels, and the integral image to
compute similarity measure, and the histograms of
all possible target regions of object tracking in data
sequence.
Tracker: Tracking of object is done on the basis of
the region properties of the object such as, Area, Cen-
troid, etc. The objective of object tracking is achieved.
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3.5 Proposed algorithm
Adaptive Expected Likelihood Kernel (AELK)

1. Choose the initial location of the search template,
and location center template (map0) and shape
defined by V0 using (6).

2. Compute the normalized histogram p for the tem-
plate.

3. Quantize the image features of each pixel x in
the frame to obtain bin index b(x).

4. Create an auxiliary image as large as the frame.
Assign the value p(b(x)) to the pixel at the cor-
responding position in the auxiliary image.

5. Build the integral image of the auxiliary image.

6. Create a support map consisting of the kernel val-
ues as the output.

7. Compute the values of the color histogram of the
current region defined by map and V from the
current frame using (8).

8. Calculate weights ωi using (9).

9. Calculate the new distribution of color histogram
p using (10).

10. Calculate new variance estimate V using (14).
Go to step 3.

A basic flowchart diagram for the proposed
algorithm is shown below:

Fig 2: Flowchart diagram for proposed algorithm

4 Experimental Results
This section evaluates the proposed Adaptive Ex-
pected Likelihood Kernel (AKEL), to test AKEL al-
gorithm, we used different sequences, each has its
own characteristics but the use of a single object in
movement is a commonality between these different
sequences. We set up experiments to validate our con-
tribution.

In this work, we selected RGB color space as the
feature space and it was quantised into 16 × 16 × 16
bins for a fair comparison between different algo-
rithms. One synthetic video sequence and three real
video sequences are used in the experiments.

The importance of the RGB color model is that
it relates very closely to the way that the human
eye perceives color. RGB is a basic color model for
computer graphics because color displays use red,
green, and blue to create the desired color. Therefore,
the choice of the RGB color space simplifies the
architecture and design of the system. Besides, a
system that is designed using the RGB color space
can take advantage of a large number of existing
software routines, because this color space has been
around for a number of years.
Sequence 1 : This sequence present a simple
object ellipse, with different scale and orientation is
contained 77 images of (240× 352) pixels.
Sequence 2 : This sequence is extracted from
a table tennis, and is contained 51 images of
(288× 352)pixels.
Sequence 3 : This sequence shows a person enter-
ing and moving palm in a room, and is contained 50
images of (480× 640) pixels.
4.1 Results obtained about sequences of al-

gorithm AELK, EM-Shift and SOAMST
To verify the efficiency of the proposed Adaptive Ex-
pected Likelihood Kernel algorithm, we compared our
algorithm with two existing algorithms SOAMST [28]
and EM-Shift [27], the experimental results show that,
the proposed AELK method achieves good estimation
accuracy of the scale and orientation of object in the
sequences. We listed the estimated width, height and
orientation of the synthetic ellipse sequence, player
sequence, and palm sequence in Fig 3, Fig 4 and Fig
5 respectively.

AELK algorithm

WSEAS TRANSACTIONS on SIGNAL PROCESSING
Hamd Ait Abdelali, Leila Essannouni, 

Fedwa Essannouni, Driss Aboutajdine

E-ISSN: 2224-3488 48 Volume 11, 2015



EM-shift algorithm

SOAMST algorithm
Fig 3: Tracking results of the synthetic ellipse
sequence by different tracking algorithms. The

frames 1, 15, 20, 23 and 39 are displayed.

AELK algorithm

EM-shift algorithm

SOAMST algorithm
Fig 4: Tracking results of the player sequence by
different tracking algorithms. The frames 1, 7, 16,

18, and 30 are displayed.

AELK algorithm

EM-shift algorithm

SOAMST algorithm
Fig 5: Tracking results of the palm sequence by

different tracking algorithms. The frames 1, 5, 9, 14,
and 20 are displayed.

This section evaluates the proposed AELK algo-
rithm for scale and orientation changes in compari-
son with the SOAMST and EM-Shift algorithms. The
SOAMST and the EM-shift algorithms are two rep-
resentative schemes to address the scale and orienta-
tion changes of the targets under the mean shift frame-
work. As the weight image estimated by CAMSHIFT
is not reliable, it is prone to errors in estimating the

scale and orientation of the object.
We first use a ellipse sequence to verify the effi-

ciency of the proposed AELK algorithm. The experi-
mental results show that the proposed algorithm could
reliably track in a timely manner the ellipse with scale
and orientation changes. Meanwhile, the experimen-
tal results by EM-shift and SOAMST is not good be-
cause does not estimate the target orientation change
and has bad tracking results in a timely manner. The
results as shown in Fig 3.

The second video is a player sequence shown
in Fig 4. The experimental results show that the
proposed AELK algorithm estimates more accurately
the scale changes than SOAMST and EM-shift algo-
rithms.

The last experiment is on a more complex
sequence of palm. The object exhibits with partial
occlusion. The results by AELK, EM-shift and
SOAMST algorithms as can be seen in Fig 5, both
EM-shift and SOAMST algorithms can track the
target over the whole sequence. However, the AELK
scheme works much better in estimating the scale and
orientation of the target, especially when occlusion
occurs.
4.2 Estimation of the execution time
An evaluation of the execution time of the algorithms
(AELK, SOAMST and EM-Shift), was carried out
for different sequences. This measurement was made
in a completely software Matlab, knowing that our
platform for the experiments is described as follows:

Processor: Intel (R) Core (TM) 2 Duo CPU
T6570
Frequency: 2.10 GHz
Memory: 2GB
System (OS): Operation System 32-bit

The results of the measurement of detection time are
presented by the following figures:

Fig 4: Measuring of detection time for palm
sequence by AELK, SOAMST and EM-Shift.
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Fig 5: Measuring of detection time for ellipse
sequence by AELK, SOAMST and EM-Shift.

Fig 6: Measuring of detection time for player
sequence by AELK, SOAMST and EM-Shift.

The graphs above ( Fig 4,Fig 5 and Fig 6) repre-
sents the detection time of object in the frames of
sequences videos (palm, ellipse and player) respec-
tively by applying the algorithms AELK, SOAMST
and EM-SHIFT. According to this group, we notice
that the algorithm EM-SHIFT having a high detec-
tion time. For example, in 2th frame the detection
time with EM-SHIFT reaches more that 0.4s in all
sequences of videos, on the other hand the detection
time of the algorithm SOAMST is less than 0.4s in
all sequences of videos, which is better by report EM-
SHIFT. However, by applying our algorithm AELK
we were able to detect object in the frames with a
timely manner, in comparison to others algorithms
EM-SHIFT and SOAMST. Consequently, according
to this comparison we can deduct that the application
and experimentation show that our AELK always best
to achieve the detection object in a timely manner.

We note that, the tracking time of SOAMST and
EM-SHFT is much larger than the AELK algorithm,
table 1 lists the average time by different methods.

Table 1: The average time by different methods on
the sequences.

Methods / sequences AELK SOAMST EM-SHFT

Ellipse (77 frames) 0.08 s 0.20 s 0.37 s

Player (60 frames) 0.07 s 0.08 s 0.4 s

Palm (50 frames) 0.22 s 0.37 s 0.62 s

We observe that in the three experimented videos (El-
lipse sequence, Player sequence, and Palm sequence),
the average time of the EM-Shift algorithm is always
much larger that the other applied algorithms such as
SOAMST and AELK. Nevertheless, we notice that
our algorithm AELK has an average time of execution
better.

Thus, we can deduct that the new algorithm
AELK always gives perfected results at the average
time of execution, for example in Ellipse sequences
video, we obtained an average time 0.08(s) by
applying our algorithm AELK, on the other hand we
obtained 0.20(s) and 0.37(s) by applying respectively
SOAMST and EM-SHIFT.

5 Conclusion
Adaptive Object Tracking based on Expected Like-
lihood Kernel is a basis for a number of important
applications such as real-time surveillance and visual
tracking. However, it is computationally expensive
and resource hungry. For performance evaluation, we
have implemented and evaluated our algorithms as
well as a well accepted approach for Object tracking
that is based on Histogram-based. In the experiments
performed both in indoor and outdoor environments,
our approaches considerably reduce the detection de-
lay and memory usage. As our algorithms are more
efficient in terms of delay and memory consump-
tion. The efficiency and reliability of the Adaptive
Expected Likelihood Kernel has been tested. These
results demonstrate that our approach is able to track
objects in all types and characteristics of the video se-
quences used.

We demonstrated that it new algorithm can
robustly track the objects in different situations, and
can also adapt to changes in shape and scale of the
object. Adaptive Expected Likelihood Kernel works
in real-time, that can be useful for many other vision
problems. This is a topic of our further research.
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